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Abstract With the development of social information tech-
nology and the increasing of information data in big data era,
how to query the required data accurately is becoming more
and more important, the purpose of this paper is to establish a
model of data mining technology. In this paper, we use the
Bayesian network learning model to study the data mining
technology. In this paper, a Bayesian network learning model
is established, then, the parameters of the recognition and the
selection of coefficients are analyzed in detail, after that, the
data mining model based on Bayesian computation is de-
duced, and the reliability of the model is verified by the ex-
ample of the students. The probability distribution pattern
used by Bayes has many advantages in data mining. It further
proves the applicability of Bayesian formula, and provides a
reference for data mining technology.

Keywords Information technology - Big data - Data mining
technology - Bayesian network - Probability distribution

1 Introduction

With the development of computer software and hard-

ware technology, the information degree of the society
is constantly deepened. On the one hand, the data
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processing for social production and life is more and
more profound, the data stock is increasing dramatically.
On the other hand, a large amount of storage space are
not fully utilized properly, most people are drowning in
the massive data, but they still have the feeling of lack-
ing knowledge, as a result, the so-called “data explosion
and poor information” [1] phenomenon was appeared.
As for the reasons, it is due to there has a certain
limitation in the information acquisition, the database,
the management technology and the related data pro-
cessing tools, which lead to people can only get a part
of the information, so it far from meeting their needs. It
is proved that these important information was hide in
the kinds of data, this not only reflects the potential
relationship between the data, but also has important
reference value in the decision-making process. The task
of data mining is to find the information that is ignored
and then get benefit from it. Data mining is defined as
the process of finding the pattern of data, that is, to
deal with the data from a large number of incomplete,
noisy, fuzzy, random data [2] in the database, and then
extract the implicit and unknown knowledge, but these
knowledge and information are potentially useful. The
work steps are as follows: Firstly, we should determine
the mining object, search the relevant internal and ex-
ternal data information, and then select the data that is
suitable for data mining applications. Secondly, we
should study the data quality and make some prepara-
tions, such as data cleaning, integration, selection, trans-
formation, etc. Finally, we need to select the effective
algorithm to analyze the huge data space, then dig the
data and gather the information we are interested in.
Data mining [3-6] is a very active research field in
the database and artificial intelligence field. At the same
time, it has been widely used in various databases.
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Therefore, the study of intelligent and automatic extrac-
tion of valuable knowledge and information from a
large amount of data, that is data mining, which has
very important theoretical and practical significance,
meanwhile, it has broad application prospects. At pres-
ent, data mining has become a hot research topic which
has an urgent need, so many researchers at home and
abroad have devoted great enthusiasm to this field. In
scientific research field, with the increasing of scientific
simulation experiments, and the data of different exper-
imental data are scattered in different computers, hence,
scientists can hardly find the intrinsic link between the
data sources by hand. This is an urgent need to study
the corresponding new data mining technology and min-
ing tools to solve these problems. At present, there are
many researches on data mining technology abroad, but
it is very rare in scientific data area. In China, the
research in this field is at the initial stage, and the
mature research results are basically blank.

2 The current situation of bayesian algorithm
and data mining technology at home and abroad.

A similar term to data mining— Knowledge discovery from
database (KDD) [7], this word first appeared in the Eleventh
International Conference on artificial intelligence, which held
in Detroit in August 1989. After 1993, the United States
Computer Association (ACM) held a special meeting each
year to discuss the data mining technology, the conference
name is ACM SIGKDD International Conference [8] on
Knowledge Discovery and Data Mining, KDD conference
for short. The scale of the KDD conference is developed from
the original symposium to international conference. The re-
search emphasis is also gradually changing from the discovery
method to the system application. It makes people tend to pay
more attention to the integration of a variety of strategies and
techniques, and the mutual penetration of various disciplines.
The domestic research on DMKD (data mining and knowl-
edge discovery) is a little late compared with foreign coun-
tries, and there is no overall force currently. In 1993, The
National Natural Science Fund firstly support the Chinese
Academy of Hefei Branch [9] to study the project in the field.
At present, the research of data mining is mainly in the
University, also, there are some in the research institute or
company as well. Researches are generally focused on the
learning algorithm, the practical application of data mining
and the data mining theory. Most of the current research pro-
jects funded by the government, such as the National Natural
Science Foundation, the 95 plan, 863 plan, etc. In China,
many scientific research institutions and universities are also
competing to carry out the basic theory of knowledge discov-
ery and its application, among them, Beijing System

Engineering Research Institute has an intensive study on the
application of fuzzy method in knowledge discovery. Peking
University also carried out research on the data cube algebra,
at the same time, the central China University of science and
engineering, Fudan University [10] etc. also carried out the
optimization and transformation of the association rules min-
ing algorithm. Nanjing University, Sichuan University and
other units also explore and study the knowledge discovery
of unstructured data and Web data mining. Compared with
foreign countries, the domestic research on DMKD (data min-
ing and knowledge discovery) is a little bit late, there is no
overall force currently.

In the past, the research of Bayesian networks is mainly
divided into two categories, one is based on probability statis-
tics theory; the other is based on information theory. Bayesian
methods based on probability statistics include Bayesian av-
eraging and maximum posteriori criterion. Cooper&
Herskovits [10] first proposed the Bayes maximum a
posteriori method for multi-link structure. This method uses
the Bayesian score to find the maximum possible network,
that is, using the product of the likelihood function and the
prior probability of the structure of the given network structure
data, at the same time, the prior probability of the structure is
the score criterion. Just like other Bayesian methods, this
method has to assume a prior distribution of the structural
space. However, since the prior distribution is consistent,
which makes the method more similar to ML estimation. By
selecting a same prior, a more accurate network without the
influence of structure complexity is obtained. In order to avoid
the limitation of structure, the feasible method is to use the
minimum description length (MDL) criterion. The minimal
description length standard (MDL) was firstly put forward
by Rissanen [11], and it was as a new criterion for the statis-
tical model then. By using of MDL, it is assumed that the prior
value of the network structure is replaced by the description of
the structure, and the most important reason is that the length
can be calculated. The application of MDL in Bayesian net-
work learning is studied by Bouckaert [12], Later, and the use
of MDL to evaluate the structure of learning methods has a
further promote. In recent years, many scholars have tried to
study the structure of incomplete data and Latent Variable.
Whereby, Friedman proposed a method to extend the EM
algorithm of the structure learning, which called EM
Structural algorithm. In general, Structure EM search it in
the structure and parameters of the joint space. However, be-
cause of the discontinuity of the structure space, the
joint space is not continuous, which makes the EM
algorithm may not reach the expected effect. In addi-
tion, Chickering [13] will realize the network structure
evaluation through transforming an equivalent class
space; Gamez & Puerta [14] apply the search optimiza-
tion of the network structure to the ant colony behavior;
Campos & Huete proposed a method based on the
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independence criterion, in addition, many scholars tried
to use different methods to study the structure as well.

3 Research on data mining technology based
on bayesian algorithm

3.1 Conditions for the establishment of bayes algorithm

The condition of Bayes’s algorithm is the independence of all
time. The so-called conditional independence means that un-
der certain conditions, the occurrence of an event is not influ-
enced by another event. In solving practical problems, if cer-
tain prior knowledge is known. That is, the basic conditions
was given, so that we can eliminate some factors and the
correlation between the results, also, we can effectively save
time and energy, greatly improve the efficiency of decision-
making. And in the Bayesian network, conditional indepen-
dence relationship has an important position and function.
Bayes network structure is a qualitative description of the
problem areas, the network structure of each node (variable)
in conditions which known to their parent node is independent
of all other non-descendant nodes [15]. According to the con-
ditional independence, the Bayesian network can decompose
the joint probability into the product of several conditional
probabilities, which can effectively save the storage space of
the parameters. At the same time, it makes the probability
reasoning tend to be more intuitive and convenient, and it also
simplified the process of knowledge acquisition and domain
modeling. In the process of quantitative reasoning, the use of
conditional independence can reduce the number of prior
probabilities, it also can reduce the computational complexity
of the reasoning process and improve the efficiency of
learning.

3.2 Bayes network

Bayes network generally includes two parts, one is the Bayes
network structure, which is a directed acyclic graph (DAG)
[16]. Each node in the graph represents the corresponding
variable, and the connection between the nodes represents
the conditional independence of the Bayesian network. The
other part is the conditional probability table (CPT), which is a
series of probability values. If a Bayesian network provides
sufficient conditional probability values, which can calculate
any given joint probability, and we call it a computable.
Figure 1 is a Bayesian network with 6 nodes, which expresses
a series of conditional independence properties: After the state
of the father node is given, each variable is independent of its
non-inheritance node in the graph. The graph captures the
qualitative structure of probability distribution and is devel-
oped to make efficient inference and decision making. Bayes
networks can represent arbitrary probability distributions, and
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Fig. 1 Bayesian network with six nodes

they can be used to express the distribution of simple struc-
tures. Hypothesis for vertex)X;, its parent node set isP,;, the
conditional probability of each variable P(X;| P,,) isX;, and
the joint probability distribution of theX'= {x;, x,, L, x,,} of
the vertex set is calculated as follows:

n

PX) = EP(Xi|Pai) (1)

i=

The simplified joint probability formula in Fig. 1 of the
Bayesian network is as follows:

P(X1,X2,X3,X4,X5,X6) =
P(xg)xs)gP(xs|x2,x3)gP(x6|x1,x2) (2)
-gP (x5 |x1)gP (x2]x1)gP(x1)

Once the correlation between the propositions is represent-
ed by a directed arc, the conditional probability is represented
by the weight of the arc. The knowledge about the relation
between the static structures of the proposition is expressed.
When acquiring a new evidence, the possible values of each
proposition should be comprehensively examined, and then
define a trust degree of each node asB(x), it can be specified:

B(x) = P(X = x|E) (3)

It indicates that all facts and evidence was provided in the
current E conditions, the proposition Xvalue the trust degree
ofx;, and then based on the evidence and the fact to calculate
theB(x) trust degree. By using the formula (2), the type joint
probability formula, to greatly simplify the calculation ofB(x).

3.3 Bayes network learning

Bayes network learning, that is, to find a way to reflect the
existing data in the existing database of the dependent rela-
tionship between the Bayes network models, the Bayesian
network is constructed according to the prior knowledge of
the user, which is called a priori Bayesian network. The
Bayesian network which is obtained by combining the prior
Bayesian network with the data is called a posteriori Bayesian
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network, the process of Bayesian network is obtained by a
priori Bayesian network is a Bayesian network learning,
Bayes network can continue to learn, the last time to learn
the Bayes network can become the Bayes network which
can be leaned in the next time. Every time before learning,
the user can adjust the Bayesian network, so that the new
Bayesian network [17] can reflect the knowledge of the data,
which was shown in Fig. 2.

Learning based on Bayesian network includes two
parts: parameter learning and structure learning. At the
same time, according to the different properties of the
sample data, each part includes two aspects [18]: Data
completeness and data incompleteness. Parameters learn-
ing methods are mainly based on classical statistics and
Bayesian statistics. The structure learning method is
based on the Bayesian statistical measures and the
encoding theory. The following introduction is based
on the structure of the study.

For the learning process of Bayesian networks, we propose
the following 3 assumptions:

(1) Random sample D is complete, that is, no missing data in D;
(2) Parameter variables are independent of each other, that is:

n

p(01S") = ljp(GilSh) (4)

r1
D O =1 (5)
k=1

pX 6, S")s the probability density for the variable i.
ql
p(0is") = rllp(9i7|5h) (6)
=

In Bayesian networks, we should firstly define a ran-
dom VariableSh, and the databaseD is a random sample
assumption from the network structure S, then gives a
priori probability distribution p(S")to express the net-
work structure’s uncertainty and calculate the posterior
probability distributionp(S”| D). On the basis of
Bayesian theory we can get:

p(8"|D) = p(s",D)/p(D) ™)
=p(8")p(DIS") /p(D)

In which, p(D) is a normal constant which has nothing to
do with structure learning, p(D| S") is a structural likelihood
constant, thus, the posterior distribution of the network struc-
ture is only required for each possible structure of the data
structure. In the premise of no constraint multinomial distri-
bution, parameter independence, by using Dirichlet prior and

oo oa
2 s ool

w‘%@ —
(3) 4)

Fig. 2 Bayes network continuous learning plan

data integrity, the data structure is just the product of the like-
lihood of each pair of structure(z, j), i.e.
n q;

h _ T (a;)
p(DIS") = ,1;[1 jl;llr(aij + Nj) k=1

* (@ + Nig)
T (i)

When g,;>0, it is the distribution coefficient of Dirichlet, its
value relate to S"andD. This shows that the joint density p(D)|
S")only decided by Dirichlet distribution coefficienta;;, what’s
more, it indicates that Bayes network learning process is to
find the appropriate index coefficienta;;, which can make joint
probability p(D| S"ymaximum.

In general, it is difficult to rule out the possible network
structures of n variables that are larger than the n as a function
of the exponential function. Two methods can be used to deal
with this problem: “model selection” and “selective model
averaging”. The former is to choose a “good” model from
all possible models, and to take it as the right model; the latter
select all possible models for a reasonable number of “good”
models, and these models represent all cases [19].

(8)

3.4 Bayes parameter selection

Each event of Bayes is independent, but the weight of each
event is also different from each other. We simply consider
that the parameters are used to specify the weights of the input
variables. Therefore, for the absolute value of the parameter in
the larger model, if we get the derivative of the differential
input value, the derivative tend to be larger. It shows that the
prediction value of the model is more sensitive to the change
of the input, and the prediction curve is also relatively steep, it
does not conform to our intuitive sense of the simple model as
well. As the following picture shows, 10 blue dots represent
the observed data [20]. We hope to get a smoother curve,
although it is not strictly cross through each dot (the green
curve in the Fig. 3).

The use of Bayesian methods in the selection of model
parameters is described below. Assuming that the observed
data are given byD = {<xy, #;>, " -, <x,, t,>}, the learning ob-
jectives are to obtain a set of parametersW, which can make

@ Springer

www.manaraa.com



422

Mobile Netw Appl (2017) 22:418-426

0 |

Fig. 3 Coefficient prediction curve

the conditional probabilityp(W] D) maximum. According to
the Bayes formula:

p(WID) = p(W|D)p(W)/p(D) ©)

Whereby, p(W| D) is the maximum likelihood estimator, it
indicates the coincidence level between the observed data and
the model. We assume that the predicted values of the model
accord with they(x, W) as the mean value, set3 as the normal
distribution of variance (normal distribution is represented by
the symbolN), and assume that there are N observation data is
independent, then

PDIW) =TIV (a3, W), 5)) (10)

As for the prior distributionp(W) of the parametersW, it is
not a uniform distribution. First of all, our human being prefer
a simple model, and in the nature, the model which is simpler
and its appearance probability is larger. This is because, the
more simple things the more stable, the more complex the
more sensitive to subtle changes, so, it’s hard to be stable.
Therefore, the reason why we can observe things, a large
probability is dominated by a simple rule. But the smaller
the model [[W|l ofW, the model will tend to be simpler
(when||W]| =0, the model is reduced to a constant). So we
assume thatp(W) is in normal distribution with 0 as the mean
anda as the variance. That is:

p(W) = N(W[0,q) (11)

Through several graphs we can see the weight of a priori
[21], as well as the posttest with the new data is constantly
observed after the change (see Fig. 4).

It can be seen that the weight can affect and control the
shape of the classification function of the whole network.
The data make the posterior probability of the weight space
become smaller and smaller, because these weights will make
the decision surface toward the wrong direction. At the same
time, the posterior probability of the other parts of the weight
space is not changed, and the prior distribution is preserved.
When the 4 data are involved in training, because there is no

(b) The distribution of the weights of the two
participating training

p(wlD)

N=4

(c) 4 data are involved intraining distribution

Fig. 4 Weight distribution of bayes parameter

decision can be very perfect corresponding to their classifica-
tion, so the most likely solution is a decision making with a
special shape.

Therefore, only a very narrow the area of the posterior
probability tend to large, and most of the region is very small.

3.5 Bayesian network method applied to data mining

Data mining technology contains many algorithms, and the
commonly used methods are: decision tree, genetic algorithm,
Bayesian network method, rough set, neural network, etc.
Each algorithm has its own features and advantages. The ad-
vantage of the decision tree is obvious, it’s understandable and
intuitive. It is mainly used for classification and induction
mining, but in the case of large data and data complexity, the
law appears to be inadequate. Genetic algorithm is good at
data clustering, and it has a unique advantage in combination
optimization problem. Rough set has a very important role in
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Fig. 5 The main frame of data
mining
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data mining, it is often used to deal with the problem of am-
biguity and uncertainty, the problem of feature induction and
correlation analysis, at the same time, using rough set for data
preprocessing can improve the efficiency of knowledge dis-
covery. Neural networks can be used to predict the complex
problems, which is widely used in the business world [22].
For credit customer identification, stock forecast and stock
market analysis, its effect is good. The Bayesian network
has the function of classification, clustering, prediction and
causal analysis. It is easy to understand, and the forecast effect
is good. In the face of large-scale data, it has a unique advan-
tage, as shown in Fig. 5:

Bayesian networks is a kind of decision analysis tool which
is developed with the influence diagram, it provides knowl-
edge representation, reasoning and learning methods under
uncertainty environment. And it can accomplish the tasks of
decision making, diagnosis, prediction and classification.
Bayesian network has the functions of classification, cluster-
ing, prediction and causal analysis. It is easy to understand,
and the forecast effect is good. It has been widely used in
speech recognition, industrial control, economic forecasting,
and medical diagnosis etc. In recent years, the application of
data mining has opened up a new research space. What’s
more, Bayesian network is the carrier of probability informa-
tion, and it is the form of joint probability distribution.

A Bayesian network is usually made up of two parts: The
first part is a directed acyclic graph, each node represents a
random variable, and each arc represents a probability depen-
dent; the second part is a conditional probability table for each
attribute (CPT) [23]. Figure 6 gives a simple Bayesian net-
work of 6 Boolean variables. For example, smoking is con-
cerned with lung cancer, and it also influenced by the family
history of lung cancer. In addition, the arc is also indicated,
when the parent family history of lung cancer (FH) and
smoking (S) data was given, the variable lung cancer (LC)
conditions are independent of emphysema (E), this means that
once the family history of lung cancer (FH) and smoking (S)
data is known, the variable emphysema (E) does not provide
additional information about lung cancer (LC). Table 1 gives
the CPT of lung cancer (LC), for each possible combination of
its family history of lung cancer (FH) and smoking (S), the

Association
Algorithm

conditional probability of each value of LC is given in the
table. It was shown in Fig. 6. For example: P (LC = “no”
FH =“no “, S = “yes”) = 0.5.

Corresponding to the attribute or variable X; , X5, - , X,
the joint probability of the arbitrary tuple(X;, X5, -+, X,,) was
calculated by the following formula:

n

P(X17X27 “.aX}’l) = __l_llp(Xi‘parentS(Xi)) (12)

Among them, the value of p(Xj| parents(X;)) corresponds to
the value ofX;in CPT.

3.6 Data mining algorithm based on bayesian network

Since the Bayesian network can take into account the prior
information and sample data, and it can make full use of expert
knowledge and experience, meanwhile, it can combine the sub-
jective and objective, and has many features that are better than
other methods. At present, there isn’t a complete algorithm for
constructing Bayesian networks in data mining, and a heuristic
method is proposed, which is based on sample data in data
mining, to construct the algorithm of Bayesian network.

1) At first, according to the data mining’s objectives and
tasks, we should make a data analysis and variable selection,

FamilyHistory
<:EEE§Eéncer
\i
PositiveXRay

Fig. 6 The structure of a Bayesian network

Smoker

\

Dyspnea
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Table 1  conditional probability attribute

FH,S FH,~S ~FH,S ~FH,~S
LC 0.7 0.4 0.5 0.2
~LC 0.3 0.6 0.5 0.8

and determine which variables are needed to describe the
field, to understand the exact meaning of each variable.

2) Assume that there is a dependency between any two var-
iables, by using the connection edge to represent the relationship
between the variables, and then form a fully connected graph.

3) Based on mutual information measure and conditional
independence test (CI), with a priori information and expert
knowledge, a minimal undirected graph is obtained.

The mutual information is a random variable that contains a
random variable information, it indicates that a random vari-
able is reduced by the information of another variable. The
mutual information is defined as follows:

Two discrete random variablesX andY, it has joint probabil-
ity functionP(x, y), marginal probability functionP(x)andP(y),
its mutual information /(X, Y)was defined as:

106,7) =3 3 Play) )

2 2 P B (13)

4 Case analysis
4.1 Experimental results of cases

We use a social survey study to illustrate the computational
methods of Bayesian Networks. Through the investigation of
the students in a certain area, the following factors are found
which has an effect on the students’ schooling:

Gender (): male, female.

Intelligence Quotient ( ): low, lower middle, upper
middle, high.

Family economy ( ): low, lower middle, upper middle, high.

Family encouragement ( ): low, high.

Whether intend to go to college ( ): yes, no.

Table 2 is a statistical result of 10,318 students. The first
row of the Table 1 indicates that = male, = low, = low, = low, =

yes and its student number is 4. The second part of the data
table indicates that = male, = low, = low, = low, = no and its
students number is 349, and so forth, in the lower part of the
Table 2 (i.e., 1 to 8 line). The value of is female.

On the basis of Bayesian network, data mining can find out
the cause and effect relationship between these variables, and
the specific calculation process is as follows:

1) Select the appropriate network structure according to the
prior knowledge.

For data samples with n variables, the network structure
may be composed of n! species, it is impossible to calculate
the structure of each network. By using the existing expert
knowledge, we can eliminate a large number of unreasonable
combination. For instance, in this case, there is no relationship
between the gender of the students and the economic situation
of the family, so in the Bayes network, and there has no con-
nection between X, andX3. In the following calculations, we
only choose two kinds of network structure: S; andS,, which
was shown in Fig. 7 and Fig. 8. The only difference is that the
1Q of the students is different from the family economy.

2)The calculation of Dirichlet distribution coefficient
a;;p(D S") Was only determined by distribution coefficienta-
;» NOW it is necessary to estimate it firstly. Under the assump-
tion that the network structure is known, the prediction formu-
la for the casel C(l=2,3, -, m)is:

7 ’ Ak + Niji
p(CID,s") = 1 —% 14
(1P, 57) k=1 @i+ Ny 1
r r

Whereby,a; = Ya;,Nj = >N and the statistical
k=1 k=1

dataNy;, is known, so the prediction probability p(C)| D, %)
can be get easily. For instance, one case Cy(X;= male, Xo=
low, X3= low, X;= low, X5= no), its probability is 349/
10318 = 0.03382. Therefore, we can list m-1 equation, by
using the minimum variance, we can estimate the value ofa;.

(3) NetworkS”structure selection.

In the practical computation of Bayesian networks, the
main difficulty is the estimation ofa;;. Because of the estima-
tion of the model is nonlinear, it is very difficult to calculate. In
literature [24], G. Coper and E. Herskovits provide that by
using a;; = lto estimate, and it has little influence on the

Table 2 student survey results

3499 13 64 9 207 33 72 12 126 38 54 10 67 49 43

232 27 84 7 201 64 95 12 115 93 92 17 79 119 59
166 47 91 6 120 74 110 17 92 148 100 6 42 198 73

48 49 57 5 47 123 90 9 41 224 65 8 17 414 54
454 39 44 5 312 14 47 8 216 20 35 13 96 28 24

285 29 61 19 236 47 88 12 164 62 8 15 113 72 50
163 36 72 13 193 75 90 12 174 91 100 20 81 142 77
50 36 58 5 70 110 76 12 48 123 81 13 49 360 98

AN NN = W R0 N
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Fig. 7 Sinetwork structure

calculation results of the network. In our cases, we use a;; =
1to calculate the above two networks respectively.

p(S11D) = 1.0 (15)

p(ShD) =12 x 107" (16)

Thus, the network structure S1 can reflect the causality
between the variables. At the same time, we have also noticed
that the structural difference between S1 and S2 is not big, but
the results of the calculations are quite different, it shows that
the Bayesian network has a better sensitivity.

4.2 Experimental result analysis

As for the previous cases, we need to use the decision tree
method to analyze the data, and the results we got are com-
pared with the Bayesian network method. Figure 9 shows the
Bayesian network method and decision tree method applied to
the case of learning curve.

Judging from the learning curve of the decision tree method,
the ratio of the test set is increasing at a rate of about 5000
people. But when the number is more than 5000 people, the
correct proportion decreases with the increase of the number
of the sample. It shows that the algorithm is unable to appear
in the case of large amount of data or something complex. But
with the increase of the number of the correct proportion, the
Bayesian network method learning curve is increasing, when
the number arrive to 7000 people, the proportion of the value
began to tend to 1, as the same time, the performance is getting
better and better. When the data is large, the Bayesian network

Fig. 8 Spnetwork structure

4 Bias algorith"\
1.0 e

0.9 e,
08  {
07— decision-making tree

0.6 i
0.5 b=
0.4

U:1000people
NN T O O O B R
3 45 6 7 8 910

training scale

Correct proportion on the test set

[ 1
0 1 2
Fig. 9 Comparison of learning curves based on different methods

method is better than the decision tree method. Bayesian net-
work has a causal and probabilistic semantics, which can be
organically combined with prior knowledge and sample data,
what’s more, it can combine subjective and objective organic
ground. Therefore, it is more comprehensive and objective to
reflect the inherent connection and the essence of the data object,
so it is convenient to realize the purpose of data mining. After
repeated verification, the conclusion has universal applicability.

5 Conclusion

Bayes network is a graphical model used to represent the
continuous probability distribution of a set of variables, it
provides a natural way of representing causal information,
which used to discover the potential relationship between
the data. Bayes network learning, that is, to find out the one
that can most truly reflect the existing database of the data in
the dependent relationship between the variables of the Bayes
network model. Through the research of this paper, we also
see that the use of Bayesian networks is not only capable for
handling large amounts of complex data in real applications,
but also it can use its reasoning and self-learning ability, ex-
cavating causal relationship link from the database, the multi-
layer, and multi — point relationship. It reflects the universal
connection between the objective world object, which is not
available in the traditional data mining methods. Compared
with the traditional method of data mining, it has many ad-
vantages. Some problems need to be further studied if Bayes
network was applied to data mining, for example, the deter-
mination of the prior density is still a difficult problem. Bayes
network requires a variety of assumptions for the premise, it
has no existing rules, which brings difficulties to the practical
application. Nonetheless, the Bayesian network will become a
powerful tool in the near future.
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